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Determination of structural parameters of a multilayer cyber threat detection 

perceptron 

This study proposes a way to increase the effectiveness of cyber threat detection 

software. The possibility to increase the effectiveness is shown by adapting a 

multilayer perceptron structure to the specific task conditions. A mathematical tool is 

proposed to adapt the structure in terms of the relative error minimization during 

neural network model generalization. 

At present, one of the most important areas of modern cyber threat detection 

software development is introduction of neural network systems intended for 

security parameters evaluation [2, 3, 8]. In many respects, the prospects of such 

systems are associated with the use of neural network models (NNM) based on a 

multilayer perceptron (MLP) [1, 6]. At the same time, real-life experience with 

neural network detection systems and research results [2, 3, 7] shows the need to 

improve MLP efficiency by adapting its structure to the specific task conditions. 

This statement is based on the assumption that the MLP structure has a noticeable 

effect on its generalization error, which affects MLP efficiency the most. 
The following main parameters determine the MLP structure: number of 

input neurons (Nx), number of hidden neuron layers (H), number of neurons in each 

hidden layer, and number of output neurons (Ny). The real-life experience and 

results [5] in this case indicate that the available solutions (1-3) require significant 

refinement. 
Therefore, the purpose of this study is to develop a procedure for 

determining the structural parameters of an MLP intended for cyber threat detection 

based on monitored security parameters evaluation. 
Based on the results of [1, 4, 7], we can assume in the first approximation 

that the number of input and output neurons matches the number of registered 

parameters and the number of recognizable images. These values are given a priori 

based on the specified task conditions, and are not subject to change. Therefore, the 

MLP structure can only be adapted by changing the number of hidden neuron layers 

and the number of hidden neurons in each layer. 
According to [3, 6], MLP structural model development is based on 

determination of the total number of synaptic connections. In accordance with [6, 7], 

let us take the criterion for minimizing MLP relative error as the basis for such 

determination: 

 min
MLP

G , (1) 

 

where MLPG  is the MLP relative error. 
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In this case, the MLP relative error term shall mean the ratio between the 

generalization error ( ) and the number of synaptic connections ( wL ). Hence, 

the formula (1) can be rewritten in the following form: 

min
wL

. (2) 

Based on the results of [1, 4], we can assume that for (2) the generalization 

error and the number of synaptic connections can be taken as analogue quantities. 

This assumption allows us to determine the optimal number of synaptic connections 

(
opt
wL ) by solving the following equation: 

0wL
. (3) 

Below are the details on the equation (3) components. The generalization 

error is calculated as the sum of the approximation error ( a ) and model 

declaration error ( o ): 

oа . (4) 

In accordance with [2-4], the following should be noted: 
- The approximation error correlates with the MLP learning from training 

data, and the declaration error correlates with the generalization of these data. 
- The approximation error is linearly proportional to the ratio of the sum of 

the number of input and output neurons to the number of synaptic connections. 
- Assuming equal computational capabilities are present, the number of 

MLP synaptic connections is somewhat less than the number of synaptic 

connections in a two-layer perceptron. 
- Each separate class corresponds to its output neuron. 
- The number of training cases for each separate class shall exceed the 

number of input parameters by at least 10 times. 
- The total number of all training cases shall be at least 10 times greater than 

the number of separate classes. 
- Typical problems of evaluating the security parameters of information 

systems have the number of output parameters not exceeding the number of input 

parameters. 
Based on the equations (2-4) and taking into account the above assumptions, 

we obtain the equations for determining the optimal MLP structure: 
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where 
minH  and 

maxH  are the minimum and maximum numbers of 

hidden neuron layers in MLP; 
min

w
J  and 

max

w
J  are the minimum and maximum 

numbers of neurons in a single hidden layer, P  is the number of training cases, Nx, 

Ny is the number of input and output neurons. 
We recommend further refining of the number of hidden neurons in the 

range from 
minH  to 

maxH  by performing simulation modelling using the 

approximation error minimization criterion. At the same time, further research is 

required to determine the optimal relationship between the number of hidden layers 

and the number of neurons in a single hidden layer. 
In order to evaluate the informational content of the results obtained, let us 

consider a change in a search range for finding the optimal number of hidden 

neurons in a two-layer perceptron. The range change can be estimated by using the 

expression as follows: 

 minmax

minmax

NN

HH
. (6) 

where 
minN , 

maxN  are the minimum and maximum numbers of hidden 

neurons obtained from expressions (7, 8) given in [2]. 
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Let us consider the task of detecting web-based computer threats. We take 

into account that for the majority of similar evaluation problems, the number of 

input parameters is approximately 100 (Nx  100), and the number of training cases 

required for effective MLP training is 20,000 (P  10,000). We assume that a two-

layer perceptron with a single output (NY = 1) is used. By substituting these 

parameters into equations (4-8), we obtain   0.7. Therefore, the search range for 

the optimal number of hidden neurons has been narrowed by approximately one and 

a half. 

Conclusions 

The study shows that it is possible to increase efficiency of a multilayer 

perceptron intended for evaluation of technical system parameters by adapting 

perceptron structural parameters to the specific task conditions. The proposed 

adaptation ensures minimization of the relative error during neural network model 

generalization. A mathematical tool has been developed to calculate the most 

acceptable range of the number of neurons in hidden layers. 
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